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The friction between an atomically sharp tip and a solid surface �NaCl and highly oriented pyrolytic
graphite� is analyzed theoretically in the framework of a modified Tomlinson model in two dimensions. Lateral
forces are studied as a function of temperature, load, and magnitude of actuation. The actuation leads to a
reduction in friction and allows one to enter a dynamic superlubricity regime. In addition, our model is able to
describe other ultralow friction states as static superlubricity and thermolubricity. We find a good agreement
between the calculations and the experimental results.
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I. INTRODUCTION

Macroscopic friction between solids is well known to be
both of high practical importance and of notorious difficulty
regarding its theoretical understanding. Technical solutions,
such as bearings or liquid lubricants, can reduce friction at
macroscopic dimensions, but in the microscopic range, for
instance, in microelectromechanical or nanoelectromechani-
cal systems �MEMS/NEMS� other approaches and ideas are
required. The study of friction reduction in a single contact
has gained relevance in the field of nanotechnology. Friction
at the atomic range is ideally explored by friction force mi-
croscopy �FFM�, in which a tip apex consisting of only a few
atoms is dragged across a solid surface.1–5 Theoretically,
atomic scale friction in the absence of wear, plastic deforma-
tion, and impurities can be interpreted using simple ball-and-
spring models as the Tomlinson model.6 An overview of the
field of computer simulations and theoretical modeling of
friction, lubrication, and wear was recently given by Szlufar-
ska et al.7 There are several ways to reduce friction. First,
when the normal load acting on the tip decreases below a
critical threshold, the characteristic stick-slip motion is sup-
pressed and sliding occurs smoothly without abrupt jumps
and dissipation while the contact is maintained. This transi-
tion was observed by our group on ionic crystals in ultrahigh
vacuum �UHV�.8 Second, ultralow friction is achieved while
dragging two crystal surfaces out of registry against each
other,9–11 which is not discussed in this paper. Third, an ac-
tuation of the system at well-defined frequencies facilitates
the reduction in friction as well. For instance, an excitation
of the cantilever in normal direction at the contact resonance
frequency leads again to a remarkable reduction in friction
and dissipation, as shown by our group on ionic crystals,
mica, and highly oriented pyrolytic graphite �HOPG�.12,13

The concept of ultralow friction is often referred to
superlubricity.14 Unfortunately, the first technique to achieve
“static” superlubricity cannot be easily applied in practical
situations because it requires detecting and maintaining con-
stantly very small loads, and in addition, a switching be-
tween the usual state and the superlubricity state is not fea-
sible. Hence the latter technique is more promising because
higher loads are allowed and a switching between the usual
dissipative state and the “dynamic” superlubricity state is
possible. In this paper, we report an extension of the theoret-

ical model, which describes the different types of superlu-
bricity for different substrates in two dimensions including
thermal effects.

II. MODEL

The system is described in terms of a simple model which
is essentially a two-dimensional Tomlinson model6 for one
asperity. The surface is modeled as a rigid lattice with square
periodicity in the case of NaCl and trigonal periodicity in the
case of HOPG. The tip is handled as a point mass that is
coupled to a support �“chip of the cantilever”� by springs in
the x and y directions. Via these springs, the tip is dragged
over the periodic lattice. The interaction of the tip with the
atomic surface of NaCl is described by an adiabatic potential
VNaCl�r�tip�,15 which corresponds to the first term of the two-
dimensional Fourier series and has the form

VNaCl�x,y� = −
E0

2
cos�2�

a
x�cos�2�

a
y� , �1�

where a=0.564 nm and �x ,y� is the tip position. In the case
of HOPG the interaction potential between tip and surface is
described very similar to the potential used by Verhoeven et
al.,10

VHOPG�x,y� = −
E0

4.5�2 cos�2�

a
x�cos� 2�

a�3
y�

+ cos� 4�

a�3
y�� , �2�

with a=0.246 nm as determined by the unit-cell parameters
of the HOPG surface. Furthermore, both lattices can be ro-
tated by a simple coordinate transformation, whereas the
�100	 direction is defined as 0° in both NaCl and HOPG �see
Fig. 1�. It has to be mentioned that in the case of NaCl, only
one sort of atom is observed in the experiment, depending on
the ionic kind of the furthermost atom of the tip apex.16 In
the case of HOPG, only the “hollow” sites of the hexagonal
carbon rings are imaged �which represent the potential
minima� and not the profile of the maxima of the interaction
potential �i.e., the positions of the carbon atoms�. This leads
to a threefold symmetry with a distance of 0.246 nm between
the minima.17 Both VNaCl�r�tip� and VHOPG�r�tip� represent the
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shape of the periodic lattice and have to be multiplied by a
constant in order to obtain the corrugation potential ampli-
tude E0. The amplitude E0 is related to the tip-sample inter-
action �and thus to the externally applied load� in the experi-
ment and is assumed to obey a linear dependence with
respect to the load. This assumption is valid only for the
repulsive regime and as long as no deformation occurs,
which is usually the case for experiments in the low-
nanonewton range. The total potential energy including the
elastic energy stored in the springs is given by

V�r�tip,r�sup� = VNaCl,HOPG�r�tip� +
1

2
k�
r�tip − r�sup
�2, �3�

where r�tip= �x ,y� is the position of the tip and r�sup
= �xsup ,ysup� is the position of the �microscope� support, and
k=kx-eff=ky-eff=2 N /m is the elastic spring constant in the x
and y directions �see the Appendix�, whereas the scanning
direction is defined as the x axis. The lateral force acting on
the support is simply given by Hooke’s law

FL = − k�xsup − x� . �4�

In FFM experiments, the lateral force FL is measured only in
the scanning direction. Therefore only the force acting on the
support in the x direction is considered as the friction force.
In Secs. II A and II B, two different methods are applied to
determine the tip motion and the lateral force. In the first
method, the equation of motion of the tip at finite tempera-
tures is solved, assigning a finite mass to the tip and intro-
ducing a viscous force hindering the tip motion. In the sec-
ond method, analytical expressions are determined in the so-
called quasistatic limit, where the tip motion is quite slow.
The results of the numerical simulations have been analyzed
and converted into images by means of the WSXM software.18

A. Langevin equation

The dynamics of the tip on the surface at finite tempera-
tures can be described by the Langevin equation19–21

m
d2x

dt2 + m�
dx

dt
+

�V�r�tip,r�sup�
�x

= ��t� . �5�

The effective mass of the tip is assumed to be m=10−12 kg.
Since there is no experimental estimate for the effective mass
of the tip that corresponds to the stiffness of the tip, m was
varied by several orders of magnitude for the simulation but
was found to have no significant influence on the key results
presented in this paper. Because the mass of the cantilever is
many orders of magnitude larger than the mass of the tip, the
thermal effects on the cantilever may be neglected. The
Langevin equation for the y direction is defined in the same
manner. In addition to the Newton equation of motion, a
term ��t� is added which represents the Brownian motion of
the tip. ��t� is a Gaussian distributed random noise satisfying
the fluctuation-dissipation theorem

���t���t��� = 2m�kBT��t − t�� , �6�

where the angular brackets denote the mean, kB is the Bolt-
zmann constant, ��t− t�� is the delta function, and � is the
damping coefficient of the tip movement. The temperature in
the simulation is controlled and set to room temperature via
��t�. The Langevin equation is solved with an integration
algorithm. A commonly used integrator for “Brownian dy-
namics” simulations is used, which is referred to the Ermak
algorithm.22 This algorithm is an attempt to treat properly
both the stochastic and dynamic elements of the Langevin
equation. At low values of the damping coefficient �, the
dynamical aspects dominate, and the Newtonian mechanics
recover as �→0. The damping coefficient � is set to ten
times the critical damping �critical=2�k /m. An overdamped
motion of the apex is typical for nanoscale systems and
avoids oscillations of the tip. Hence the overdamped system
is always in an adiabatic state, as is assumed in the quasi-
static Tomlinson model.23 Following the conditions of the
experiment, the simulation is performed at room temperature
and for a constant scan velocity of v=25 nm /s. An appro-
priate time step of �t=10−7 s is used for the support move-
ment to achieve reasonable computation time without intro-
ducing artifacts.

B. Quasistatic limit

At low temperature, the equation of motion of the tip can
be solved analytically in a quasistatic limit, corresponding to
very low tip velocities, and is only suitable at very low tem-
peratures. In such a case, the tip resides most of the time in
the minima of the potential-energy landscape V�r�tip ,r�sup� �see
Eq. �3�	 and “jumps” from one minimum into an adjacent
minimum when the driving force exerted by the support
overcomes a critical threshold.24 In the minimum positions
the condition �V�r�tip ,r�sup�=0 has to be satisfied. Substituting
r�sup= �vt ,ysup�, where v is the velocity of the support and ysup
is a constant, one can easily see that the tip trajectory is
defined by the condition �V /�y=0, whereas �V /�x=0 gives
the time dependence of the tip coordinates. Using Eq. �3� in
the condition �V /�y=0, we get

(a) (b)

FIG. 1. �Color online� Potential-energy surface of �a� NaCl and
�b� HOPG with a side length of 1.2 nm. The unit-cell parameter is
0.564 nm for NaCl and 0.246�0.426 nm2 for HOPG. In NaCl only
one sort of atom is visible, depending on the tip apex. HOPG has a
trigonal lattice because only the potential minima are detected �in
the experiment�.
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E0�

a
cos�2�

a
x�sin�2�

a
y� + k�y − ysup� = 0 �7�

for the tip trajectory on NaCl and

8E0�

9�3a
�cos�2�

a
x�sin� 2�

a�3
y� + sin� 4�

a�3
y�� + k�y − ysup�

= 0 �8�

on HOPG. Examples for these tip trajectories on NaCl and
HOPG are shown in Fig. 2. However the tip can only reside
at points where the system is in stable equilibrium. In order
to define these positions, the Hessian matrix H
= ��2V /�xi�xj� of the total potential is evaluated and its two
eigenvalues �1,2 are determined.15,25 These eigenvalues have
the form

�1,2
NaCl = k +

2E0�2

a2 cos�2�

a
x 	

2�

a
y� �9�

in the case of NaCl and

�1,2
HOPG = k +

16E0�2

27a2 
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x�cos� 2�

a�3
y�

+ cos� 4�

a�3
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a
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a�3
y�

+ cos2� 4�

a�3
y� + 3 sin2�2�

a
x�sin2� 2�

a�3
y�

− 2 cos�2�

a
x�cos� 2�

a�3
y�cos� 4�

a�3
y��1/2�

�10�

for HOPG. The equilibrium is stable in the regions defined
by the conditions �1,2
0. The stability regions correspond-
ing to potentials �1� and �2� are shown in Fig. 2 as well.
When either �1�0 or �2�0, the stability is lost and the tip
suddenly jumps.

The analytical description of the tip movement has been
compared to numerical solutions of Eq. �5� at 0 K. In the
stability regions, a very good agreement between analytical
and numerical results is observed �see Fig. 2�. When the
borders of these regions are reached, the numerical results
suggest that the tip follows a straight line until it reaches the
next stable position defined by curves �7� or �8�. We note that
numerical simulations of the tip trajectory on graphite were
already shown by Fusco and Fasolino;26 however they were
not compared to analytical expressions.

III. RESULTS

A. Lateral spring constants

Lateral force maps computed for three different ratios of
the x- and y-spring constants are shown in Fig. 3. The ob-
tained stick-slip patterns all show the expected lattice peri-
odicity but are qualitatively different. As illustrated in Fig.
3�a�, if the spring constant in the y direction is lower than the
spring constant in the x direction �kx-eff
ky-eff�, stripes ap-
pear perpendicular to the scan direction, which are not ob-
served in the experiments.13 If the spring constant in the y
direction is significantly higher than the spring constant in
the x direction �kx-eff�ky-eff�, the friction pattern in each unit
cell �see Fig. 3�c�	 is distinctly different from that observed
in the experiment. Only if the spring constants are chosen in
the same range �kx-eff�ky-eff, see Fig. 3�b�	, the rhombus
shaped patterns observed on NaCl �Ref. 13� as well as on
KBr �Refs. 27 and 28� are reproduced. A similar dependence
on the ratio between the spring constants for the x and y
directions is found in the case of HOPG, as demonstrated in
earlier atomistic simulations.29

Our conclusion is that the effective spring constants keff
for the x and the y directions are in the same range. As
shown in the Appendix, the lateral spring constants klateral for
both directions are also in the same range. This implies that
the contact stiffness is isotropic �kx-contact�ky-contact�. This re-
sult might be expected for a symmetric tip, but it was not
demonstrated before, last but not least, because the relevant
parameters cannot be measured with a conventional FFM.
Another important conclusion is that the lateral force pat-
terns hitherto observed on cleaved alkali halides cannot be
satisfactorily explained by a one-dimensional Tomlinson
model.

B. Corrugation potential amplitude

The maximum absolute value of the lateral force is pro-
portional to the amplitude E0 of the corrugation potential8

and can therefore be experimentally determined from maps

(a)

(b)

FIG. 2. �Color online� Contour plot of the potential
VNaCl,HOPG�x ,y� for �a� NaCl with E0=1 eV and �b� HOPG with
E0=0.5 eV. The horizontal dashed line indicates the scanning line
with �a� ysup=0.2a and �b� 0.4a. Gray regions correspond to �1,2


0. A superposition of the gray regions with the tip trajectory �red�,
where �V /�y=0, leads to the analytical stick-slip motion of the tip
and is in very good agreement with the numerical solution at 0 K
�black points connected by lines�.
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similar to those shown in Fig. 3. The amplitude E0 depends
on the mean tip-sample distance, which can in turn be con-
trolled by the applied load in actual experiments. A linear
dependence has been found between E0 and the mean normal
force in experiments on NaCl �Ref. 8� and HOPG �Ref. 30�
in a limited “soft contact” range, where no wear or plastic

deformation occurs. The average friction force F̄L is calcu-
lated over a reduced scan area, so that the longer initial stick
component of each scan line is removed because it does not
contribute to the average friction force corresponding to pe-
riodic stick-slip events. A linear dependence of the average

friction force F̄L on the amplitude E0 is only obtained at
relatively high values of E0, as shown in Fig. 4. When E0
falls below a critical threshold, the system enters into an
ultralow friction regime, where the average friction force

practically vanishes �F̄L�0�. Both features, the linear depen-
dence of the average friction force at high loads and the
appearance of an ultralow friction state at loads below a criti-
cal threshold, were observed on NaCl in UHV by our group.8

In the experiment, friction could not be detected in the ul-
tralow friction regime because of an insufficient signal-to-

noise ratio. In the simulation the average friction force F̄L is
not equal to zero but is in the piconewton range. This value
is consistent with the assumed parameters, i.e.,

F̄L = − m�v = − 0.7 pN. �11�

Finite damping always implies a net energy loss. However,
the jump instabilities, which give the dominant contribution
to the observed dissipation under stick-slip conditions, dis-
appear in the superlubricity regime.

A comparison was performed to a one-dimensional simu-
lation along a line with maximal corrugation. Figure 4 indi-

cates that the absolute value of the average friction force F̄L
is lowered in two dimensions because the tip avoids passing
the maxima of the corrugation potential due to a zig-zag
movement.15,29 A noticeable consequence is that the one-
dimensional Tomlinson model parameters, extracted from fits

to scan lines showing maximum lateral force variations, ac-
tually describe the potential profile along the corresponding
zig-zag path rather than along the scan line per se.

C. Temperature dependence

By increasing the temperature the probability for the tip to
jump into an allowed adjacent minima is enhanced.3,31 This
leads to an earlier jump of the tip compared to lower tem-
peratures, even though the energy barrier between the two
minima remains finite. Above a critical temperature Tcritical
the thermally activated jumps thus reduce the average fric-
tion force. Below the critical temperature Tcritical, the average

friction force approaches F̄L=−m�v and falls below the de-
tection limit in the experiments. Due to the thermal effect

FIG. 4. �Color online� Average friction force F̄L for NaCl versus
amplitude E0 of the corrugation potential. The amplitude E0 in-
creases with the externally applied load in the experiment and

shows a linear relation to the average friction force F̄L. However
below a critical threshold of E0, the linear relation goes over into an

ultralow friction state where the average friction force F̄L�0. In
two dimensional the tip avoids passing the maximum of the corru-
gation potential, which leads to a zig-zag movement, and thus the

average friction force F̄L is lowered compared to a one-dimensional
simulation.

(a) (b) (c)

FIG. 3. �Color online� Calculated lateral force map of NaCl �forward scan direction� for different spring constants in the y direction, �a�
ky-eff=1, �b� 2, and �c� 10 N/m, whereas the spring constant in the x direction kx-eff=2 N /m is retained. The movement of the tip is heavily
damped; thus an overshooting or jump over two lattice constants is avoided and the stick-slip behavior is sustained. The lateral force maps
reveal different patterns; however a good agreement with experiment is only achieved when kx-eff�ky-eff. The amplitude of the corrugation
potential is E0=1 eV.
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that causes the reduction in friction, this kind of superlubric-
ity has been called thermolubricity.32 In Fig. 5 the computed

average friction force F̄L is plotted for NaCl as a function of
temperature for different E0. The reduction in friction shows
a nonlinear dependence on the temperature. According to the
activation rate theory,20,31,33 the absolute value of the average

friction force F̄L deviates from its maximum value 
F̄c
 at T
=0, with a correction of the form31

F̄c − F̄L 
 T2/3 ln2/3� cT

v
� , �12�

where T is the temperature and c is a constant depending on
other parameters. Below a critical temperature Tcritical, which
is proportional to the potential amplitude E0, the analytical
formula is in good agreement with our calculation �see fits of
Fig. 5�. We note that at ambient pressure NaCl has a melting
temperature of 1074 K, which is far below the upper limit of
2000 K in the simulation. Atomic scale friction on NaCl
close to the melting temperature was also explored by
Zykova-Timan et al.34 by molecular-dynamics simulations at
high scan velocity of 50 m/s. Nevertheless, our model is not
restricted to NaCl but is also applicable to other substrates
which have much higher melting temperatures. For instance
HOPG, which has a melting temperature of 3400 K, reveals
the same dependence on the temperature. Even though the
temperature only influences the tip movement in our model,
the thermal activation of the substrate should also be consid-
ered. The velocity dependence31 of the average friction force

F̄L is not systematically investigated in this paper but is es-
sential for the discussion of thermolubricity.32,35,36 The fol-
lowing simulations are performed at room temperature in
order to satisfy the conditions of most experiments.

D. Perpendicular actuation

An efficient way to “switch” friction on and off at the
atomic scale is achieved by exciting mechanical resonances

of the sliding system perpendicular to the contact plane. This
was demonstrated by our group on several surfaces as
NaCl,12,13 KBr,12 mica,13 and HOPG.13 When the cantilever
is excited in the normal direction, while the tip is still in
contact with the surface, the distance between the tip and the
sample slightly oscillates. The fundamental assumption is
that the corrugation potential E0 oscillates with the frequency
of actuation. Therefore the energy barrier between adjacent
minima in the potential-energy landscape is also oscillating.
The momentary lowering of the energy barrier allows the tip
to move earlier to the adjacent minima compared to the case
without actuation. Thus the atomic stick-slip curve can
evolve into smooth sliding over the surface. As in the origi-
nal simulation,12 the corrugation amplitude E0 in Eqs. �1�
and �2� is replaced by a time-dependent amplitude E�t�,

E�t� = E0�1 + � cos�2�ft + ��	 . �13�

We assume that the parameter � is proportional to the
strength of actuation amplitude in the experiment. Thus �
=0 corresponds to the quasistatic case without actuation and
�=1 to the maximum theoretically allowed actuation. The
actuation frequency f corresponds to the flexural resonance
frequency in contact in the experiment, but in the simulation
an actuation frequency of f =2000 Hz is used to keep rea-
sonable computation times. The inertia and damping of the
nanotip have a small effect in the adiabatic limit, where the
forces acting on the tip are in balance at almost every instant.
This leads to the following criteria:12 f tip� f and f�
�4�f tip

2 , where f tip=�k /m / �2�� is the resonance frequency
of the tip and �=� /m is the damping rate of the tip. The
additional criterion f �v /a ensures that the tip experiences
the minimum corrugation many times within a lattice con-
stant. A change in the actuation frequency f leads to a change
in the number of minimum corrugations experienced by the
tip within a lattice constant, but as long as the abovemen-
tioned conditions are fulfilled there is little influence on the
main result. Furthermore, as long as the actuation frequency
f is not a multiple of the so-called washboard frequency v /a,
the phase shift � has no influence, which is the case in our
simulation.

The effect of the time-dependent corrugation potential
amplitude on the tip motion is illustrated for NaCl and
HOPG in Fig. 6. In this case, the expressions for the tip
trajectories �Eqs. �7� and �8�	 and eigenvalues �Eqs. �9� and
�10�	 have to be modified by replacing E0 with E�t�. For
visualization purposes, we consider only the extreme values
E0

+=E0�1+�� and E0
−=E0�1−��. As in the one-dimensional

case,8 dynamic superlubricity is reached as soon as
2E0

−�2 /ka2�1. In this case, the stability regions cover peri-
odically the entire potential-energy surface, allowing the tip
to enter the stability region of adjacent minima. Hence, the
nonadiabatic jumps of the tip are suppressed and thus also
the energy dissipation. The oscillating potential-energy sur-
face leads to a spatial oscillation of the tip path, which is
enveloped by the curves �V�E0

+� /�y=0 and �V�E0
−� /�y=0. If

finite temperature effects are taken into account, these well-
defined tip paths get delocalized by thermal fluctuations. For
the sake of simplicity only the tip paths at T=0 K are shown
in Fig. 6.

FIG. 5. �Color online� Temperature dependence of the average

friction force F̄L for NaCl for different corrugation amplitudes E0.
Above a critical temperature Tcritical, which depends on E0, the sys-
tem passes into the thermolubricity regime, where the average fric-

tion force F̄L�0. The activation rate theory is in good agreement at
lower temperatures �fitting curves� but cannot be applied to the
thermolubricity regime, where the average friction force nearly
vanishes.
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Several simulations have been performed with different
actuation amplitudes � and corrugation amplitudes E0. To
reveal the differing features of the simulations with and with-
out actuation, it is appropriate to switch on and off the ac-
tuation while generating an image. In Fig. 7 the results for
NaCl and HOPG are presented. E0=2 eV for NaCl and E0
=1 eV for HOPG are assumed, and actuation with �=0.9 is
switched on in the lower half of the image. The number of
pixels in both directions is set to 300, which is comparable to
experiments, where typically 256�256 pixels are recorded.
An increase in the number of pixels has no influence on the
main result, apart from increasing the computation time. The
line scan in the forward direction �black� and backward di-
rection �red� without actuation �upper half� exhibits the well-
known stick-slip behavior that also causes a hysteresis loop
�Figs. 7�c� and 7�e�	. The enclosed area of this hysteresis
loop is equal to the energy that is lost during one scan cycle
due to friction. Beyond the line where actuation is switched
on, the profile changes dramatically. Instead of stick slip, the
lateral force indicates continuous sliding on the surface. The
forward and backward line scans are overlapping, and thus
the hysteresis loop disappears �Figs. 7�d� and 7�f�	. This sup-
pression of friction and of the associated energy dissipation
is in agreement with the experiments and can be called dy-
namic superlubricity. Furthermore our results show that the
more realistic two-dimensional Tomlinson model can ac-
count for the observed effects.

Next, the effect of varying actuation amplitude between
�=0 and 1 is analyzed for several corrugation amplitudes E0.

The average friction force F̄L shows a linear dependence on
the actuation strength �see Fig. 8� until � approaches a criti-
cal value �critical, where the system enters into the superlu-
bricity regime. This behavior resembles the temperature de-

(a) (b)

(c) (d) (e) (f)

FIG. 7. �Color online� �a� Calculated lateral force map on NaCl using E0=2 eV �forward scan direction�. In the upper part of the image
is �=0, whereas in the lower part actuation with �=0.9 is switched on. Typical line scans �black: forward; red: backward� on NaCl �c�
without actuation showing a friction loop and �d� with actuation showing no hysteresis. �b�, �e�, and �f� are the analog lateral force map line
scan profiles without and with actuation for HOPG using E0=1 eV.

(a)

(b)

FIG. 6. �Color online� Tip paths at T=0 K on �a� NaCl with
E0=1 eV and �b� HOPG with E0=0.5 eV in the case of actuation
with �=0.9. The support paths with �a� ysup=0.2a and �b� 0.4a are
indicated as dashed lines. The stability regions for E0

+ are mapped
dark gray, while the corresponding stability regions for E0

− cover the
whole image �light gray�. Analytic tip trajectories for the extreme
cases E0

+ are plotted as blue lines and for E0
− as red lines. Between

these lines, the numerically calculated tip path �black dots� spatially
oscillates and thus jumps are suppressed. For visualization reasons,
the actuation frequency is lowered to f =500 Hz.
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pendence, where the system enters into the thermolubricity
regime above a critical temperature Tcritical. The value of
�critical strongly depends on the corrugation potential ampli-
tude E0. A smaller corrugation amplitude E0, which can be
adjusted by the load in the experiment, requires a weaker
actuation to enter the superlubricity regime. In the extreme
case of �critical=0, the system is already in the superlubricity
regime even without actuation. In this case, the dynamic su-
perlubricity state is superposed by the static superlubricity
state because the corrugation amplitude E0 is below the criti-
cal threshold. In addition thermally activated jumps of the tip
occur and reduce the average friction force at room tempera-
ture. This situation is presented in Fig. 8 for NaCl with a
corrugation amplitude of E0=0.5 eV.

IV. CONCLUSION

Three different types of ultralow friction regimes are ana-
lyzed numerically with an extended two-dimensional Tom-
linson model. First, the load dependence of friction reveals
an ultralow friction regime when the normal load acting on
the tip decreases below a critical threshold, as shown experi-
mentally by Socoliuc et al.8 The characteristic stick-slip mo-
tion is suppressed and sliding occurs smoothly and without
abrupt jumps. This type of friction regime is often referred to
as static superlubricity. Second, the temperature dependence
predicts an ultralow friction regime when the temperature
reaches a critical temperature. In that case, thermally acti-
vated jumps of the tip occur. The development of the sticking
part is prevented by an early jump to the adjacent minima.
This type of friction reduction is called thermolubricity32 but
was not shown experimentally up to now. Third, an exter-
nally applied actuation of the system facilitates the reduction
in friction. For instance, an actuation of the cantilever in
normal direction at the contact resonance frequency leads to
an ultralow friction regime, as shown by Socoliuc et al.12,13

Because an externally applied actuation is required, this type
of ultralow friction regime is referred to dynamic superlu-

bricity. In all three cases, the simulation reveals that the av-
erage friction forces are not equal to zero in the ultralow
friction regime, but they are found to be in the piconewton
range. Hence they are below the experimental detection limit
of the FFM.

Our present calculations are capable of describing the ul-
tralow friction regimes originated from different mechanisms
of friction reduction and are in good agreement with the
experiments. The recently introduced mechanism of dynamic
superlubricity has been discussed in details. We have shown
how the tip trajectories, which are analytically and numeri-
cally estimated in the model cases of NaCl and HOPG, are
modified by the external actuation. Here the tip oscillations
smooth the jumps between adjacent minima, “opening the
gate” to the superlubricity regime. Compared to the one-
dimensional models presented so far, all three effects of fric-
tion reduction appear slightly enhanced in two dimensions.
This result is important since it allows extending the one-
dimensional formalism with only minor modifications. Fu-
ture theoretical and experimental investigations should
clarify how this picture is modified when larger and multiple
contact areas, formed by more realistic adjoining surfaces,
are taken into consideration.
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APPENDIX

Two effective springs are used in the simulations, one for
the x direction and the other for the y direction. Each of these
effective springs represents the effect of several springs that
are coupled in series. According to Carpick et al.37 the effec-
tive spring constant is the reciprocal sum of the single spring
constants,

keff = � 1

klateral
+

1

kcontact
�−1

, �A1�

where klateral is lateral spring constant of the cantilever and
kcontact is the lateral contact stiffness that describes the elastic
deformation of the tip apex and the surface in contact at a
given load. According to independent measurements on dif-
ferent systems4,8,12,35 the lateral contact stiffness kcontact is the
softest spring and thus essential and decisive for keff. The
lateral spring constant klateral is in general different for the x
and y directions. The x direction, which is the scan direction
in the experiment, is perpendicular to the cantilever. Again,
two springs contribute to the lateral spring of the cantilever:
the torsion of the cantilever with its torsional spring constant
ktors and the in-plane bending of the cantilever with the bend-
ing spring constant kbend. The torsional spring constant of a
rectangular cantilever is38

FIG. 8. �Color online� Average friction forces F̄L for three dif-
ferent corrugation amplitudes E0 on NaCl as a function of normal-
ized actuation amplitude �. For larger corrugation amplitude E0, a
stronger actuation is required to enter the superlubricity regime. For
sufficiently small corrugation potential amplitude �E0=0.5 eV�, the
system is already in the superlubricity regime independent of
actuation.
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ktors =
Gwt3

3h2l
, �A2�

where G is the shear modulus, w is the width, t is the thick-
ness, l is the length of the cantilever, and h is the tip height.
The bending spring constant is39

kbend =
Etw3

4l3 , �A3�

where E is the elasticity modulus of the cantilever. The tor-
sional and bending spring constants are then combined to
give the lateral spring constant in the x direction,39

kx-lateral = � 1

kx-tors
+

1

kx-bend
�−1

. �A4�

With typical cantilevers used in the experiment �Nanosen-
sors, type: PPP-CONTR�, a value of kx-lateral�25 N /m is
estimated. It is well known that the effective spring constant
kx-eff in the x direction can be extracted from the slope of the
sticking part in the stick-slip curve.8 Due to the reciprocal
addition of the spring constants �see Eq. �A1�	, the effective
spring constant keff is dominated by the weakest spring. Usu-
ally a relatively low effective spring constant is found in the
experiment, of the order of kx-eff�2 N /m,16 which is con-
siderably lower than the lateral spring constant kx-lateral itself.

Hence the effective spring constant kx-eff in the x direction is
primarily determined by the lateral contact stiffness, which is
kx-contact�2.2 N /m for the values above. However the lateral
contact stiffness depends strongly on the contact size and
hence can vary significantly between tips with differing apex
radii. In the simulation the spring constant for the x direction
is kept constant at kx-eff=2 N /m.

The determination of the spring constant in the y direction
is more difficult than for the x direction. In principle Eq.
�A1� is also valid for the y direction, but it is difficult to
quantitatively analyze stick-slip motion in parallel to the can-
tilever in the experiment.40 Therefore an effective spring
constant ky-eff can only be approximately estimated. The con-
tact stiffness kcontact is assumed to be equal in both directions,
and the lateral spring constant ky-lateral of the cantilever is
given by39

ky-lateral =
Ewt3

12h2l
. �A5�

Inserting the experimental values, ky-lateral�25 N /m is ob-
tained. It is remarkable that the lateral spring constant for
both the x direction and y direction are in the same range.
Because the effective spring constant ky-eff is not known from
the experiment, this parameter is varied in the simulations
�see Sec. III A�.
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